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Uncertainty and Entropy
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1. His a monotonically increasing function of U.

2. His extensive. => H(2N) = 2 H(N). (in the large N limit)

3. Uncertainty for a composite system.
Qiot (U1, Uz, N1, No, Vi, Vo) = Q(U, Vi, Ni) x Q(Us, Va, Na)

—> Hiot = H1 + Ho

If wall is removed what U, v, N) U@, ve). Ne
is the change in uncertainty?
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Determine change in uncertainty if U1 = U2 = U/2, N1=N2=N/2, V1=V2=V/2.

Show that uncertainty will necessarily increase when relaxing internal constraints.
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Boltzmann equation for entropy

Inspired by the similarity between uncertainty and the thermodynamic
definition of entropy Boltzmann (and Planck) proposed

S=kglnQ(U,V,N)
kp = 1.38 x 107 J/K

Note that this means maximising entropy is the same as maximising
uncertainty.
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Boltzmann equation for entropy

For a monatomic ideal gas
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